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Background

• The number of Individual Case Safety Reports (ICSRs) in 
pharmacovigilance databases are rapidly increasing world-wide 
(>34 milj in Vigibase now)
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Background

• The majority of ICSRs at the Netherlands Pharmacovigilance Centre Lareb 
gets a manual review to identify potential signal triggering reports (PSTR) 
or ICSRs which need further clinical assessment for other reasons
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Automation in review for signal detection



Different approaches – Database screening



Different approaches – Database screening



Different approaches – Case utility



Different approaches



How it started…

With a Question: How can we better predict which cases need to be 
assessed by clinical reviewers at Lareb?

• We aimed to develop a machine learning prediction model to 
identify ICSRs which require clinical review

• And determine the importance of the used predictors, referred to as 
features, in the model





Methods

• Model based on potential signal triggering reports (PSTRs) which 
were discussed weekly in a Signal Detection Meeting (SDM)

• Exclusion criteria:

• ICSRs originating from marketing authorisation holders

• ICSRs with vaccines as a suspect drug 

• Potential features were selected based on:
• Expert opinion from scientific assessors at Lareb (e.g. seriousness of an ADR, number of 

ADRs reported on the drug-event combination, number of suspected drugs, reporter type, 
positive dechallenge or rechallenge, latency of the ADR)

• Literature (designated medical event, in this study defined as important medical event (IME) 
by European Medicines Agency)

• Availability in the ICSR database



Methods

• Dataset used contained 30.424 ICSRs of which 1439 (4.7%) were 
PSTR=1 and 19 features

• Training (70%) and test set (30%) and correction for imbalanced 
dataset in training set

• Three models  tested
Logistic regression

Elastic net logistic regression

Decision tree based model: eXtreme Gradient Boosting (XGBoost)

• Model performances were assessed using the area under the curve 
(AUC) of a receiver operating characteristic (ROC), together with 
sensitivity and specificity



Methods

• For the application of the model in practice, no PSTRs should be 
missed 

• We assessed model performances at a threshold where the 
sensitivity was 100% on the training data 



Results

• All three models performed equally with a highest AUC of 0.75 (0.73-
0.77)

• At a cut-off where the sensitivity was 100%, which is required to not 
miss any PSTRs, false positive rates were also high 

• ~5% of all reports were correctly classified as true negatives at a cut-
off where sensitivity was 100%

• Features that were important in all 3 models were:
‘absence of ADR in the SmPC’, 

‘ADR reported as serious’

‘ADR labelled as an important medical event’,

‘ADR reported by  physician’ 

‘rechallenge’
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Is this good enough?

• The best model could distinguish PSTRs from non-triggering reports 
with an AUC of 0.75 (0.73 – 0.77), which is comparable to the AUC of 
0.71 of the previously developed model by Munoz et al. on FDA 
reports*

• However, many false positives with sensitivity set at 100%

• We defined PSTRs as reports that are discussed at a signal detection 
meetings (SDMs). Other reasons for taking ICSR to SMD than signal 
value

• Additional information in free text not taken in to account

*Muñoz MA, Dal Pan GJ, Wei YJ, Delcher C, Xiao H, Kortepeter CM, Winterstein AG. Towards Automating Adverse 
Event Review: A Prediction Model for Case Report Utility. Drug Saf. 2020 Apr;43(4):329-338. doi: 
10.1007/s40264-019-00897-0. PMID: 31912439.





Model II

• In addition to structured features, natural language processing (NLP) features 
were used to train a bagging classifier model

• NLP features were extracted from free text fields

• A bag-of-words model was applied. Stop words were deleted and words that 
were significantly differently distributed among the case and non-case reports 
were used for the training data. 

• Besides NLP features from free-text fields, the data also consisted of a list of 
signal words deemed important by expert report assessors.

• Lastly, variables with multiple categories were transformed to numerical 
variables using the weight of evidence method.



Results

• the model, a bagging classifier of decision trees, had an AUC of 0.921 
(95% CI = 0.918–0.925)

• This time we did not go for 100% sensitivity, but for a prioritization 
list that could aid assessors in determining which case to look at



Is this good enough?

• Model performance OK

• Dutch PV centre is working towards auto-coding/automated
handling of majority of cases

• This requires a model which helps which triage as soon as a report 
comes is → before it is coded in MedDRA





Model III

• Trained on 1st uncoded ‘raw’ version of ICSRs

• Use of a clinical BERT (Bidirectional Encoder Representations from
Transformers) model

• Takes in to account vaccine reports as well

• Features in the model: ADR description in free text, seriousness, 
reporter type, etc



What does BERT think?

No priority case (98%). Correct

Priority case (99%). Correct

No priority case (55%). Incorrect



How it’s going? 

• Good model performance overall → but driven by high input of 
Covid-19 vaccine reports

• Sensitivity analysis for drugs vs vaccines

• Adding additional features to the model (for instance, did reporter 
upload a document etc)

• Importance of model evaluation!





Questions?

Email: f.vanhunsel@lareb.nl

mailto:f.vanhunsel@lareb.nl

